
SECURIT-f CLASSIFICATION OF THIS PAGE (When Date Entered)

READ INSTRUCTIONSREPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM

1. REPORT NUMBER 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

NRL Report 7989 
4. TITLE (And Subtitle) 5. TYPE OF REPORT & PERIOD COVERED

TRACK-TO-TRACK ASSOCIATION IN OCEAN Final report on one phase of
SURVEILLANCE continuing NRL problems

6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(.) S. CONTRACT OR GRANT NUMBER(a)

Howard L. Wiener

9 PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT, PROJECT, TASK
Naval Research Laboratory ~~~~AREA & WORK UNIT NUMBERS

Washington, Researc. Lab y NRL Prob. B02-26/Project 351502-75-02
Washington, D.C. 20375 NRL Prob. BOl-10

Project RRO14-02-41-6152
It. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Department of the Navy May 12, 1976
Office of Naval Research 13. NUMBER OF PAGES

Arlington, Va. 22217 31
14. MONITORING AGENCY NAME & ADDRESS(If different from Controlling Office) IS. SECURITY CLASS. (of this report)

Unclassified
15a. DECLASSIFICATION/DOWNGRADING

SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

PROvED FOR ChLIc R
PISTRIBuTIoN LWLIMI'M

17. DISTRIBUTION STATEMENT (of the abstract entered In Block 20, if different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse eIde if necessary and identify by block number)
Surveillance, Ocean surveillance, Multisensor correlation, Multisource correlation, Track-to-track
association, Statistical tests, Chi-square distribution, Noncentral chi-square distribution, Sequential
tests, Mathematical algorithms, Computer programs, Requirements analysis

20. ABSTRACT (Continue on reverse aide If necessary and identify by block number)
The ability to resolve track-to-track association problems is one of the most important require-

ments in the development of automated information processors for ocean surveillance systems
comprising multiple data sources. The individual tracks carried by a processor can be represented
as samples from multivariate normal distributions, and the most basic track association problem-
determining whether two tracks relate to the same target-is solved using a test based on the chi-
square distribution. When a specified track is to be compared with two other candidates for associa-
tion, a test of the chi-square distribution against a noncentral chi-square alternative is used; this

n i~ FORM ,DD I JAN 7F 1473 EDITION OF I NOV 65 IS OBSOLETE
5/N 0102-014-6601 1 i

SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)

I

i

I

I )

-L

F



_WqU~rY CLASSFICA,7IQN OF ThtU PAGE(When Data EnteredJ

20. Abstract (Continued)

procedure can be adapted for use as a sequential test in continuing surveillance operations. The
procedures developed for track association can be implemented within man-machine systems; for
many cases they will make relatively few demands for interaction by surveillance analysts.

ii
SECURITY 'CLASSIFiCATfOW OF THSS PfGE(Wftte Data Bnte,.d)



CONTENTS

INTRODUCTION ............. D U 1

RESULTS ....... ... 2

OPERATIONAL SITUATION ........................ 2

BASIC MODEL .......................... . . 3

NULL HYPOTHESIS H0o ... 5

ALTERNATE HYPOTHESIS H1 7

Distribution of R 2 Under HI; Power of the Test. 9
Sensitivity to Estimates of X ........................ 10
Computer Implementation ...................... 12

FURTHER ASPECTS OF THE PROBLEM .. . 13

Nonsimultaneous Observations ....... ....... 13
Sequential Tests ................................. 14
Specifying the Allowable Error Probabilities ..... ....... 17

SUMMARY REMARKS ..................... ,.,,.18

ACKNOWLEDGMENTS ...- ,..... ....... . . 18

REFERENCES ..... .............................. 18

APPENDIX A-A Track-to-Track Association Program .20

APPENDIX B-Program Listing ........................ 23

iii



TRACK-TO-TRACK ASSOCIATION IN OCEAN SURVEILLANCE

INTRODUCTION

The track-to-track association problem in ocean surveillance is discussed in this
report. A family of procedures is described for deciding if two observed tracks are
MLuoms blithe saume targetL, End Ithilese proceduires are discus I1- -in I-e5jrtion1 ctext
of a large-scale automated surveillance-data processing system.

The Navy's roles in protecting and maintaining the sea lines of communication and
in supporting other areas of national concern require a major effort in the surveillance of
ocean surface traffic. This effort is required for monitoring possibly hostile combatant
ships to protect the U.S. fleet and also for such activities as guaranteeing the freedom of
movement of U.S.-bound oil tankers and locating and warning U.S.-flag merchant ships of
possible dangers. The increasing need for effective and timely surveillance information
has generated a requirement for diverse data sources arnd for the capability +o process
surveillance data more rapidly than can be done by unaided analysts. The Navy is devel-
oping systems which accept surveillance data of various types from a variety of sources,
process the data at speeds adequate to meet increased report arrival rates, and store and
maintain the finished product in a readily accessible form. A useful format for stored
information is a track, defined as a time-ordered sequence of positions, with all sequence
elements relating to the same target. Instances of the track-to-track association problem
occur when two unidentified tracks are examined to determine whether they could have
been developed on the same target or when two tracks identified as relating to the same
target are examined to decide if the identification is. in both cases. correct.

This report is one of a series of studies resulting from continuing Naval Research
Laboratory efforts in the development and analysis of surveillance systems and concepts.
Recent NRL studies of surveillance problems include Refs. 1 through 5. For the case of
two sensors, each of which has observed the position of a vessel, Ref. 5 developed a
method for determining whether one target or two targets had actually been detected.
The present study extends this situation to the case of target tracks. The test procedures
discussed in this report are not unique to the track association problem. Reference 6, for
example, notes that similar procedures are applicable in surveillance, quality control, and
motion detection. The purpose of this report however is to describe the relevance of each
of the test procedures' operating parameters to the track association problem and to indi-
cate how these parameters will affect operational implementation of the procedures.

Manuscript submitted February 26, 1976.
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RESULTS

The major analytic results of this investigation involve the resolution of track-to-
track association problems through a series of statistical tests. The basic problem of
determining whether two observed tracks relate to the same target has been formulated
as a test involving the chi-square distribution. An extended problem of determining
which of two candidate tracks a given track can best be associated with has been formu-
lated as a test of the chi-square distribution against a noncentral chi-square alternative.
Finally the extended problem with the added feature that decisions can be deferred
pending the receipt of additional data has been formulated as a sequential test. The test
for the basic problem can be readily implemented within an automated surveillance-data
processing system and can be carried out automatically without requiring inputs from sur-
veillance analysts. The other tests will require inputs from analysts. The estimates
required of the analyst are of operationally significant parameters, although fortunately
in many cases the final decision of the test is not sensitive to moderate changes in the
parameters.

OPERATIONAL SITUATION

For this study, processing of surveillance information consists of maintaining and
updating data files on tracked targets. The procedure is assumed to be carried out by a
processing system which includes surveillance analysts, computers, and analyst aids, both
manual and computer-driven. Computers perform the bulk of the routine data-processing
functions, freeing the analysts for making decisions in difficult cases and for providing
judgments which are beyond the capabilities of automated processes.

Track association schemes will be used to associate tracks resulting from a report-to-
track association process. These tracks must contain the best available information on
observed target movements. Report-to-track association processes operate on sets of re-
ported target positions and sets of established tracks and attempt to match correctly the
elements of these sets, The pairing of a reported position with an established track ex-
tends the track to a new position, either the position observed in the report or a smoothed
position obtained from operations on the reported position and track parameters. When
two or more tracks exhibit similar positions over an interval of time, a track association
scheme is called into use.

The tracks upon which a track association scheme is to be used will contain the
underlying positions and reported times, together with the covariance matrices associated
with these positions. If the track comprises independently observed positions, then the
covariance matrix will indicate no correlation between position coordinates for different
observation times. However, if the track is made up of smoothed positions, then nonzero
correlations will occur. This is because track smoothing schemes are based on estimating
target positions by applying a computational procedure either to previous smoothed posi-
tions or directly to previous observed positions, so that each smoothed position contains
information about previous smoothed positions; thus the covariance matrix associated
with a set of smoothed positions will contain entries indicating correlation between the
position estimates.
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In this report the surveillance information is considered to be generated by two in-
dependently operating surveillance systems. The first system, called the primary system,
is defined as possessing superior capaDiliies in a number of important system characteris-
tics, such as high detection probability, high frequency of observation of a given area, or
small position estimate errors. The other system (the secondary system) is composed of
subsystems, no one of which is as effective as the primary system. The members of the
secondary system may have poor detection capabilities, may detect targets only through
infrequently exposed characteristics, or may possess large localization errors. They may
however possess important characteristics which the primary system does not. For exam-
ple the secondary system might be able to identify the target by nationality, by class
(merchant or combatant), or by name. Although tracking unknown targets with the
primarv system may provide valunable information on target movements, the addition of
information on target identity from a secondary source will increase the information
content of both tracks and may provide essential data for analyzing. tactics or predicting
intentions.

It is assumed that, throughout the major part of the surveillance operation the data
from the two surveillance systems are processed independently and the report-to-track
association and track continuation processes that were described are conducted separately
for the two systems. Thus prior to the employment of the track-to-track association
process the data base of the surveillance processing system contains tracks generated by
the primary system and tracks generated by the secondary system. At certain times
however the track families are examined to determine whether any of them refer to the
same target and thus can be merged into a single track.

BASIC MODEL

In this section the basic model employed in the investigation is described; this model
involves one track from the primary system and one track from the secondary system.
The primary system is denoted S1 , and its track is denoted T1; the secondary system is
denoted So, and its track is denoted To.

Figure 1, which shows To and T1 , is representative of the basic problem formula-
tion. The tracks have been generated by connecting target positions as generated by the
two sensor systems. In the basic model each track consists of p positions, and the two
systems are assumed to have both made their observations at the same times t1, t2 , *
tp. The ith position of track Tk is denoted by the coordinate pair (xe), y(ft)), for
i = 1, 2, ..., p and k = 0, 1. Thus each Tk can be associated with the n-by-one (where
n 2p) column vector

3
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X(k)
2

(k)

It is assumed that the n-tuples

{XMk (h), .. x(k), (k)\( 1 Yl ,~ .,pyp 

are observations from an n-dimensional normal distribution. For an arbitrary random
variable x, let X represent the expectation of x. Then each observed track Tk is regarded
as a sample from an n = 2p dimensional normal distribution

(hk) kj

where eanh YL is a 9.n-hr9n envarinnee matrix The elemeits of tvhe matnriaes r2 ara
determined by the characteristics of the sensor systems and possibly by the analytic
methods used to obtain smoothed coordinates (x~k). ytM)) from the reported observed
positions.

The test statistic to be used, denoted R 2 , is defined byP2=(TO-T,) ( + To) (T ,-T1)9 (1)

where the prime indicates matrix transpose. Given X0 and X1, it is known [71 that
there exists a nonsingular matrix P such that P(Lo + l1 ) P = I, where I is the n-by-n
identity matrix. It will be shown that the statistic
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W2 = IP(To - T1 ) 2 (2)

has a distribution whose characteristics are useful in this investigation. Since it can be
shown that W2 = R2 , in the following we will consider that R2 = iP(To - T1)12 and use
the notation r2 for observed values of R2 or for values which have been calculated from
a specified set of track positions.

NULL HYPOTHESIS Ho

The null hypothesis to be tested is H0 : To and T1 are from the same target. More
specifically, let T1, represent the column vector of expected values

(k)

(k)

-(k)
yPk

Then an equivalent formulation of the null hypothesis is

H0 : T0 =T

or

go0: To - Tl 

where Q is the 2p-by-1 column vector with all components equal to 0.

To off _00 

T,

t1 t2 13 t4 t5 t6 t7 t¼ t9

Time

Fig. 1-The track association problem in the basic model, in which the primary system
(subscript 1) and secondary system (subscript 0) observe track positions simultaneously
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Since the tracks To and T1 are samples from n-dimensional normal distributions,
with n = 2p, the difference To - T1 is a sample from an n-dimensional normal distribu-
tion with expectation To - T1 and covariance matrix Z = So + £1. As mentioned, under
H0 , To - T, = Q. With the matrix P defined as just before equation (2), it follows by
properties of the multivariate normal distribution [8, pp. 24-251 that P(T0 - T1 ) is a sam-
ple from an n-dimensional normal distribution with zero mean and identity covariance
matrix. Thus (7, p. 561 under Hn. R2 has the (central) chi-square distribution with
n = 2p degrees of freedom, with probability density function (p.d.f.)

fo(r 2;n) = [2Prfp)Jlt1 e2 (3)

The null hypothesis Ho is rejected whenever the computed value r2 of R2 seems too
large. A type-I error occurs when the null hypothesis is incorrectly rejected; the proba-
biity of this error, the leuel of significance, is denoted a. For a specified value of a and
a given number of observed positions, the acceptance region for H0 is bounded below by
0 and above by the value x2 satisfying the expression

x2

1 -a = f fo(r2;n)dr 2 (4)

Values of x2 for given a and p are found in tables of the chi-square distribution, such as
in Ref. 9; Table 1 contains representative values. For computer application either the
chi-square tables can be stored in memory or analytic expressions can be used to compute
approximations to x2 ; such approximations are discussed in Chapter 17 of Ref. 10 (Vol. 1).

It is valuable to consider the situation that inspires the rejection of the null hypoth-
esis H0 ; these considerations lead to discussions of when the significance test ought to be
carried out on two observed tracks. It is clear that the test should be carried out when
and only when there is doubt as to the source of two observed tracks. As an example of
a situation in which the test is not required, suppose there are tracks To and T1 as shown
in Fig. 1, where the primary surveillance system has a high detection probability. For Ho
to be rejected, the track To must be assumed to have come from a target other than that
generating T1 . However, as shown in the figure. no such alternate track has been deeted-
and the existence of an alternate target is a low probability event in the light of the pri-
mary system's high detection probability. Thus, since no other target could have gener-
ated T0, it is sufficient to associate the two tracks without recourse to the test.

It is not sensible to carry out the test unless rejection of HO is operationally feasible.
If the situation at hand does not admit the possibility of at least one additional target for
association with T0 , then the two candidate tracks should be associated. Situations in
which the test should be carried out will always admit the possibility of separate targets
underlying the tracks T0 and T1 . For example, whenever the primary surveillance sys-
tern has only a moderate detection probability, it is possible that a target may be present
yet not be detected sufficiently often to have generated a track. Another possibility is
that a number of candidate tracks have been detected by the primary system, so that
should the test fail there will be other candidates for association with To. This case is
discussed in the following section.
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Table 1-Acceptance Regions for the Hypothesis H.

Number p of Observed I Maximum Value x2 for Acceptance of H0
Positions in Each Track 0.30 a = 0.10 | = 0.05 | a = 0.01

2 4.878 5.989 7.779 9.488 13.277
4 9.524 11.030 13.362 15.507 20.090
6 14.011 15.812 18.549 21.026 26.217
8 18.418 20.465 23.542 26.296 32.000

10 22.775 25.038 28.412 31.410 37.566
1u~~~~~~~~~~~~I4 33.U3 3 Ark0 r-0- AOp48.C°r~t 50.°cI ~~ 83530 oa O~A ,1A ')~C AQ '7~o ~ILQog

ALTERNATE HYPOTHESIS H1

Although the track association test should be performed only when it is reasonable
to suggest that track To could be related to a target other than the source of T1, it is
not always the case that a definite alternate source for T0 can be proposed. It is one
thing to accept the possihility of an aiternate qnnrep, hut it is another tn snenify one.
In the situation discussed in this section, an observed track is specified as relating to a
possible alternate source for T0. In this case one can specify an alternate hypothesis H,
and determine the power of the track association test against this alternative.

Figure 2, adapted from Ref. 11, illustrates an operational situation in which this
case could arise. This figure contains examples of ship track histories a surveillance
system such as the primary system might obtain over an interval of time for a given area
of interest. Each of these tracks represents a separate target. This example contains
both ships which appear to be moving randomly and ships which move in an apparently
more predictable manner. The illustration shows much track crossing and few cases in
which two or more tracks remain parallel for an extended period. Suppose that a track
To from the secondary system appears to be related to one of the tracks in this illustra-
tion. If the association test should fail, then it would appear that there will be at most
one other track with which T0 might be associated. If the primary system has a relatively
high detection probability, then it is unlikely that it would not have detected the target
which generated TO. Consequently it is assumed that there will be another candidate
track for To and thus that if association with the first track should fail, then association
with the second track should be accepted.

Figure 3 illustrates the extension of the basic model to the case of testing the hy-
pothesis Ho against a specific alternative. The tracks To and T1 are as before. Another
track T2 is now present and is assumed to have been obtained from the primary system
S1. The track T0 must relate to one of the other tracks; if the hypothesis that To is
associated with T1 is rejected, then To will be associated with T2. The statistical distribu-
tions associated with To and T1 are as was described in the section on the basic model.
The observations comprising T2 constitute a column vector

7
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Fig. 2-Ship track histories from a single sensor.

8

Tk 

A . I t I I I I I

t, t2 t3 14; $5 ts 17 18 tq

Time

Fig. 3-Track association problem with two candidate tracks.
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T= (2)|

X1\

Ii2\
(2) l
X2

= 2)

X\(2) /

and this vector is assumed to be a sample from a 2p-dimensional normal distribution with
expectation

I (2)\
/ x1

-(2)

x2

T2 =
-(2)1Pj

\j(2)/

and 2p-by-2p covariance matrix 12. It is clear that this case admits a specified alternate
hypothesis H1 , which states that To is related to T2. The alternate is given by

H1 : To = T2

Distribution of R2 Under H1 ; Power of the Test

Under 1ir the difference vector I 0 - T1 is a sample from a zp-caimensional normal
distribution with expectation T2 - T1 and covariance matrix E = 10 + 1l. Thus [7, p.
56] R2 has the noncentral chi-square distribution with n = 2p degrees of freedom and
noncentrality parameter

X = (T2 - T1 ) -11 (T 2 -T)

= IP(T2 - T1)1
2

9



HOWARD L. WIENER

where matrix P is as defined previously. The probability density frunction of the noncen-
tral chi-square distribution with n degrees of freedom and noncentrality X is defined by

f(r2; n, X) - ~(ir) (n-2)/4e-(r2+,X);21(..)2 x, r>0~~~2 X} (,-2)2 (r,/),r >n 0~_}2f4,

where IK(... v is the modified Bessel. function of the first kind and order K [Ref. 101. Thus
for a given set of p positions, a specified value for the level of significance a, and specified
value of \, the probability of incorrectly accepting the hypothesis Ho when H1 is true is

2

= fX f(r 2 ;nM X dr2 , (5)
0

where n = 2p and where the upper limit x2 is defined by expression (4). The power of
the test, X 1 -Dais given by

7 = fi (r2 ;n, X) dr 2 (&)
x2

For track-to-track association the test of Ho against H1 is a test of the central chi-
square distribution against a noncentral chi-square alternative. Tables relating to this test
are available [for example, Ref. 121. Reference 13 describes a rapid, compact arogram
for carrying out computations based on the noncentral chi-square distribution. This pro-
gram is suitable for implementation within automated tracking algorithms or for use within
computer-driven analyst aids.

Figure 4 indicates the power of the test for levels of significance of 0.10 and 0.01
and for situations involving six and 15 observed positions in each track. When all other
parameters are held fixed, the power of the test increases if X increases, increases if the
specified level of significance increases, and decreases if the number of observed positions
increases. Generally speaking, the operational situation will determine the values of pn
To, T1, T2, X0, and EI- The error probabilities a and j can be specified. However,
the value of X must be estimated by the surveillance analyst, since the value of the differ-
ence vector T 2 - T' cannot be assumed to be known. An important question underlying
the test procedure is the sensitivity of the resulting errors a and : to variations in the A
value employed. It must be determined whether the test procedure requires great accu-
racy on the part of the analyst.

Sensitivity to Estimates of X

The parameter X is determined by the difference vector T2 - T I and by the matrix
sum Z =0 + 2 I; since the latter factor will generally be known, the requirement that
X be known reduces to a requirement that the difference vector be estimated, since it
cannot be known exactly. The effects of variation in either the difference vector or in
A on the results of the test procedure can be ascertained only by a detailed parametric

10
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analysis of the relations between p, a, A, T2 - T1 , and X. Some insights into the general
problem of test sensitivity to X can be obtained from an analysis of the two-candidate
test in the following special case. In the two-candidate track association problem the
choice of which track to use as a basis for the null hypothesis Ho is arbitrary. Therefore
in the absence of any supplementary information it will be assumed that errors in failing
to make a correct association are as important for the alternate hypothesis as for the null
hypothesis. In this case it is reasonable to set a = j. Having specified a, one can proceed
as before by finding that value of x2 such that equation (4) holds. Using this value as
the test criterion, one can then employ equation (5) to determine that value of X such
that the resulting X value is equal to a. Analysis of the resulting relations between a( =3)
and X can indicate how precisely X must be estimated to obtain a test with level of signif-
inanna ,v onA nwer 1 = a.

Figure 5 shows the sensitivity of the resulting test errors to estimates of X by ex-
hibiting contours along which a = for p values of 6, 15, and 24. Since the power of
the test is an increasing function of A, this figure shows that to guarantee a specified
maximum error probability it is necessary only to guarantee that the actual value of A
exceeds a stated threshold. For example, for the case of 15 observed track positions,
if one can guarantee that X is greater than 30, then the test will achieve error rates of
less than 8 percent. The lower threshold for estimates of A increases as the number of
observed positions increases and as the allowable maximum error probability decreases.
Therefore, although all that the procedure requires is a decision that A exceed some
stated minimum value, it may be difficult to assure that this decision is correct.

i.0I II

la 1020 30 40 50

NONCENTRALITY X

Fig. 4-Power of the test of Ho against H1 .
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0.2

-J 

C o
CC

&0.05

0 IQ 20 30 40 50 60 70
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Fig. 5-Sensitivity of the test of Ha against HI to changes in the
noncentrality, for a = A.

An example will illustrate the concepts involved in relating requirements on A to
requirements on the estimated value of T2 - T1. Suppose that tracks T1 and T2 were
observed with a sensor which generated a covariance matrix with no off-diagonal elements
and such that both ux and oy equaled 1 n.mi.2 for each observed position. Suppose that
To was generated by a system whose covariance matrix also was diagonal, but with

-2 =2 = 4 n.mi.2 for each position. Finally, suppose six positions (12 coordinates)x Y
have been observed and that an analyst can estimate that each element in the difference
vector T2 - T1 is at least 2.0 nami. Then the minimum value for X will be 9.6, and one
can conclude from Fig. 5 that the test could be subject to errors greater than 20 percent.
Suppose on the other hand that errors of at most 5 percent were required for tracks
comprising 15 observed positions. This would require a value of X of at least 35, and
with the covariance matrix structure described it would be necessary to be correct in
deciding that the elements in the difference vector were, on the average, at least 2.4 n.miL

Computer Implementation

Computer implementation of a procedure based on these results could be readily
achieved as an interactive analyst aid. Since the majority of the required parameter
values would already be available, an analyst would have to enter his best judgment of
the magniture of the elements in the underlying mean difference vector. The program
would then generate the test procedure, identifying the operable value of a, computing
the value of the upper limit x2, computing the value of r2 , and determining whether or
not r2 exceeded x2 . It would respond to the analyst with a statement of the decision
which was made, together with an indication of the error probabilities present in the test

12
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used. Conversely, if an analyst were to specify a desired level of significance a, the pro-
gram could respond with the minimum value of X required to guarantee an error X no
greater than a.

FURTHER ASPECTS OF THE PROBLEM

In this section the preceeding discussion is extended to three additional topics. The
first is a method for treating the situation when the basic assumption of simultaneous
observations is relaxed. The second is the case in which immediate association decisions
are not always required and can be deferred pending the receipt of further data. Finally
the third is the imnortance of selecting proper limits for the error probabilities a and [3
in the tests and the consequences of making track association errors within a surveillance-
data processing system.

Nonsimultaneous Observations

The basic track-to-track association model assumed that the positions constituting
the two tracks were observed at the same times. Usually different surveillance systems
will make detections at different times; hence for any pair of generated tracks a set of
nonsimultaneous observations is more likely than a set of simultaneous observations. The
following discussion is a description of a method of testing tracks with nonsimultaneous
observations for equality of means. The method transforms the case of nonsimultaneous
observations to the case of simultaneous observations. This transformation involves the
generation of interpolated points within each track so that both of the resulting new
tracks will have contituent points associated with the same set of observation times. The
set of observation times contains all times at which either of the two original tracks was
observed.

D:i._ dn2eA o 2 _eL__, SZ _1_'- VZ -i_ _ C U gUItb U 6UU a i7represtuit ti blitLiUUll. riguie U biiUWb LLrAL1 I, UUMCLVEU 4lit tLlltllS

t2, t3 , t4, and t6 , and track To, observed at times tj, t5, and t7 . To test the hypothesis
that these tracks relate to the same target, two new tracks T4, and To have been created
(Fig. 7), both of which comprise all the observation times for both T1 and To. The
points in the new tracks are of two types. First, all points originally observed for a track
are contained in the related new track. Second, if an original track Tk contains two se-
quential points, observed at times ti and ti, and if the other track contains a point observed
at an intermediate time t, where tL < t K tj, then an intermediate point is interpolated
between the original points. Letting D = (t - ti)I(tj - t-), the new point is assumed to
occur at time t and to he located at a fraction D of the way between the originnllv
observed points. If xi and xj are the x coordinates of Tk at times ti and tj respectively
and x* is the x coordinate of the new interpolated point in track TZ at time t, then

x* =xi + D(xj - xi)

(tj - t (t - ti)
= xi + Dx

(t- ti) (tj - tL)

13
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To _

I I I _II _ _ 

tI ¶3 t4 I5 t6 17

Time

Fig. 6-Tracks with Nonsimultaneous observations

II 12 13 24 t5 If, t 51

Time

Fig. 7 -Nonsimultaneous tracks of Fig. 6 after transformation to the case of
simultaneous observations

These three points, the two original ones and the new interpolated one, are ail made
members of the new track T1. The process is carried out for both of the original tracks
and all of the time points for which the interpolation is feasible, resulting in the situation
shown in Fig. 7. In this figure the two new tracks T* and To both have "observation
points" at all times t2 through tL,. Since these points have been obtained by a linear
transformation of normal random variables, their related covariance structures can be ob-
tained [81 and they may be used as data for the test of the null hypothesis Ho described
for the basic model. The one-point extensions in track To, both at the start and at the
end, are not used in the hypothesis-testing computations, as the interpolation scheme
Uoes not generate tenLsions frorn track T1

This extension of the basic model to the case of nonsimultaneous observations has
been programmed for use within an automated track correlation process. This program
is described in Appendix A and listed in Appendix B.

Sequential Tests

A s n+n- r-l- EmitA in lnThic, +rnck 'IT_ wacs to assoriate with one of -two can-
. IUat IL l JL1 a. - wat-sO A U so . X

didate tracks T1 and T2 as a result of a testing procedure. It is not always the case that
an immediate track association decision is required; quite often the problems inherent in
making association errors are severe enough to require that association decisions not be
made without sufficient supporting evidence. One method of accomplishing this is
through the use of sequential tests based on reexamination of the data set each time new

14
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data elements are obtained. In the following discussion the structure of sequential testing
procedures within the context of the track association problem is described and some
problems inherent in implementing the procedure are indicated.

As described in Refs. 14 and 15, sequential testing procedures are useful in deciding
whether observed data correspond to a null hypothesis H0 , whether they correspond to a
specified alternate hypothesis H1 , or whether additional data should be obtained before
making a final decision. Let go,, and g1 ,n be the probability density functions of the
multivariate data set (xl, x2 , ..., x,.) at the nth step of the process, under hypothesis Ho
and H1 respectively, let

hn = gi,n(xl, x2, .. Xn)
X0In (xl1, X 2 s Xn )

and suppose that the error probabilities a and fi have been specified. The sequential test-
ing procedure is then defined by the following criteria:

if hn 0 accept Ho; (7a)

if < an obtain another observation (7b)

if < hn acceptHI (7c)

Note that the criteria do not depend on the sample size n. These criteria were based on
the assumptions that the successive observations were stochastically independent samples
and that the sequential procedure will, with probability 1, eventually terminate. For a
rich family of situations the assumption of stochastically independent samples can be re-
laxed and the procedure will still be valid. It has been assumed here that the conditions
underlying the track association problem are such that the sequential test procedure is
valid.

For track association the assumptions of underlying normal distributions imply that
under the null hypothesis Ho specified earlier To - T1 has the density function

go', =go(To - T; p)and unde H speciexp ear(Tle T T- T) Z-h (To -Tfnto
and under HI specified earlier To - T, has the density function

15
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9In g1(To - T1 ; p, T 2 - T1 )

-(27T)PI~ll2 expl---{[(To -TI) - (T2 -T1)I'r 1 1(To -To - (T2 -To)]

It follows that

= exp -t (-(To -Tj) Z (T2 -Tl) - (T2 T) Z'(To -T)

+ (T2 - 1}2L (T2 - 1}

= exp - ([ -2(T -T)'Z-'(T2 -T)I}-

As discussed previously, it is reasonable to consider that the error probabilities a and ,
are equal. Thus, with the notation

Z = X - 2(To -T 1 'Y-LtT2 - To,

criteria (7) reduce to the following:

if k _ Z, accept Ho, (8a)

if in (jj) < Z< Qn( .. 3, wait for additional data, (8b)

if Z ( -n a accept H1 . (8c)

The performance of this procedure is determined by the relations between the ob-
served values To - T1 and z and the estimated mean difference vector T2 - T1. Detailed
invesfiguations based on realitic predpietionns of the observed naramefer values will he re-
quired to ascertain the sensitivity of the sequential procedure to estimates of the differ-
ence vector in an operational setting. At this point however examination of the criteria
(8) permit general conclusions to be made regarding the test's performance. Figure S
illustrates these criteria. If the permissible error probabilities are low, the hypothesis
acceptance regions are reduced; the sequential procedure will most frequently decide to
wait for additional data unless a value of Z is obtained which is large in absolute value.
If the test is more lenient-reflected in higher allowable error probabilities-the sequential
procedure will more frequently result in a hypothesis acceptance, unless the absolute
value of Z is small.

16
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10 I I I I I I. 

8 = ACCEPT HO
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2 WAIT FOR MORE DATA
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-10I I I I I
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ERROR PROBABILITIES a'/3

Fig. 8-Sequential test ciiteria (8) foy tack afs&- eiatloll.

In summary, the use of sequential testing procedures may be valuable when two
tracks T1 and T2 are candidates for association. This test permits additional information
to be collected if the available information is adequate for a hypothesis acceptance deci-
sion. The test procedure requires the estimation of the mean difference vector T2 - T1.
The sensitivity of the test's performance to estimates of this value is a function of the
observed data To - T1 and covariance matrix 1; further detailed investigations of this
lactor will be requireud LO ueuenuile tie wuyth arid feaswiiltLy u. nupieur'lerug unu bequenl-
tial procedure within an operational surveillance processing system.

Specifying the Allowable Error Probabilities

The tests described in this report require the specification of maximum allowable
probabilities a and fJ of incorrect decisions. These errors have real-world costs. Those
responsible for implementing these tests in an operational surveillance-data processing
systemn mnust anzydme tIhe conLsequen c es ofi makllfh IIIgUILU udeUisiUIIo iII nIUUL o U rt CpeiIy

a and S.

In the case of the basic model the only decision is whether or not to associate a
given pair of tracks; as developed, the test requires the specification of a, the probability
of incorrectly rejecting the proposed association of the two tracks. Errors of this type
will require the surveillance processing system to maintain multiple tracks in situations
when maintenance of single tracks would suffice. The data base will thus become clut-
tered with redundant tracks, and any computational routines that are performed on each
GLLILI iII tue uatca uabe win ue PjUIIULoIItiU IiULC: reiUir ileuestMy. MoIVIe IJJIIULLW1L is tire
possibility of losing information on special-interest targets which correct track association

17
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would have provided. For example, without supporting information on target identities,
position-only tracks must all be subject to the same degree of attention by analysts. How-
ever, if position-only tracks can be associated with tracks carrying identification informa-
tion, then known combatant tracks can be specified for special attention and tracks from
noncombatants can be specified for lesser attention. Thus a low false rejection rate for
Ho will increase data-processing efficiency and increase the value of the information in
the store-. +>rackrs. Still th~e ConSequence o- _P _-_;_ly_ -_-1-4ing unelxe Isae CiV±L.O~JJt.k4 ~aflb,~ L.(J14 ICk4S1O

4
~C1Lo Laf ±akat2y drU.4ASUiI.lAaWU L uA2S di U1,-

severe. Whereas false rejection results in the loss of useful information, false acceptance
surely results in the generation of misleading information. Misclassification of a combat-
ant as a merchant, or conversely, can certainly create false pictures of tactical situations.
Track files containing incorrectly associated tracks can easily serve as bases for future
compounded errors, thus leading to a possibly useless data base. Extensive lists of the
consequences of making either type of error can be generated indefinitely, but these ex-
amples should suffice to indicate the importance of proper assessment of the effects of
the errors on the operation and ultimate value of the data processing system.

SUMMARY REMARKS

This report has discussed a series of statistical tests for attacking the track-to-track
association problem in ocean surveillance. The tests are straightforward and can be
readily implemented within many automated surveillance-data processing systems. Com-
putational algorithmsexist which permit rapid computation of any of the test statistics
involved; consequently these test procedures can be implemented "on line," within an
%I-iLUatic processig. systemli, U]r biiey caiU Ue used wiLA ii iiuterLactive prJ ows1JgiL LU pJiUVle

quick response to analyst queries. The demand for inputs from analysts will be at a low
level; optimally, analysts may be asked simply to judge whether a given parameter is or is
not within a specified range. A major value of these tests lies in their permitting greater
use of the various types of information contained in different tracks of the same target.
The result of successful implementation of the tests is a data base which is low in errors
aid low in redundancy.

A rlTr7rrj-.T Uff I rnArmetAtiLtfl24UVS Lt.JUIVL~iNk I D
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ing systems.
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Appendix A

A TRACK-TO-TRACK ASSOCIATION PROGRAM

INTRIODUCTION

A program for track-to-track association tests is described in this appendix and listed
in Appendix B. The program is designed to operate on tracks which are defined by sets
of positions and which are accompanied by the underlying covariance matrices. The
track positions may comprise locations reported by a surveillance sensor or may consist
of estimated positions obtained by applying a smoothing scheme to a set of observations.
in the formet case the covariance matrix would probably be block diagonal, witn two-by-
two matrices along the main diagonal; in the latter case the covariance matrix would be a
general nonsingular symmetric matrix, possibly with relatively large off-diagonal entries.
In any event the mnultivariate covariance structure underlying the positions constituting
the tracks must be known and is to be entered as data. The scheme is based on the
assumption that the degree of overhang for overlapping tracks is limited to one point at
each end of the tracks; that is, when two tracks start at different times, the early track
contains at most one early point and similarly a track which continues after the other
has stopped contains at most one late point. Finally the scheme will test track associa-
tions for track positions observed either at identical times or at different times.

PROGRAM STRUCTURE

The following steps comprise the major activities of the track association program.

Read Inputs. For each point in each track the program first obtains the time of
observation, the X coordinate, and the Y coordinate. In addition, it obtains the covari-
ance matrix related to the set of points constituting each track. Finally it generates a
column vector TRK for each observed track, defined such that for the Kth observed
track (K = 1, 2} the Rh observed (X, Y) coordinate pair is defined as the pair

(TRK (K, 21- 1), TRK (K, 2I}).

The times T used in the program are assumed to be defined in terms of decimal hours; some
changes will be required whenever actual inputs are given in terms of hours, minutes, and
seconds.

Compute the Interpolation Parameters. The fundamental concept of the program is
the coordinate-by-coordinate comparison of a pair of standardized interpolated tracks. The
program obtains these from the track vectors TRK(1) and TRK(2) by a linear interpolation
scheme which produces a set of identical time points and related positions within each track.
The interpolation scheme proceeds as described in the main body of this report in conjunc-
tion with Fig. 6 and 7. Next, if the starting time for one interpolated track is earlier than
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that for the other one, the program deletes the earlier one, so that both interpolated
tracks will now start at the same time; similarly any overhang at the termination of the
tracks is reduced to the case of equal track termination time. Thus both interpolated
tracks will be based on the same set of observed time points. The number of such points
is denoted NPTS; since each observation point is related to two coordinates, the majority
of the subsequent computation is based on twice the value of this parameter.

Compute the Transformation viatrices for me Original Tracks. mne interpolated
tracks used for the statistical test are obtained from the original tracks by linear trans-
formations. If the input track is based on M observed points (2M coordinates), the trans-
formation matrix Q has 2 (NPTS) rows and 2M columns.

Compute the Interpolated Tracks. For each K = 1, 2, input track TRK(K) is trans-
formed into interpolated track TINT(K) via the transformation matrix Q, with suitable
dimensions. Since the input track is treated as a column vector, the equation for this
transformation is

TINT Q - TRK.

Compute the Covariance Matrices for the Interpolated Tracks. The covariance matrix
2TI underlying the related interpolated track is given by

L =(2= L Z Q',
TI T

where ET is the covariance matrix for an originally obtained track and the prime repre-
sents matrix transpose.

Compute the Difference Vector for.Interpolated Tracks. The hypothesis that the
two original tracks are from the same target is equivalent to the hypothesis that the
underlying mean vectors are equal, or that the difference of the mean vectors contains
all zero coordinates. This formulation carries over to the interpolated vectors as well,
and at this step the program computes the value of the difference TDIFF of the com-
puted interpolated tracks, TDIFF being a column vector.

Compute the Matrix Sum. In addition to the values of the difference vector, the
test requires knowledge of the covariance matrix associated with the difference, in this
case the sum Z of the covariance matrices 2TI associated with the interpolated tracks.

Compute the Measure R2 . B 2 is calculated by the formula

R 2 = (TDIFF)2-1$(TD]FF),

where again the prime indicates matrix transpose.

Compute Allowable Upper Limit for B2 . The program next computes the upper
limit x2, above which computed values of R2 will lead to rejection of the hypothesis
that the two tracks are from the same target. This limit is the solution of expression
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(4) of the main body of the report. These computations use two approximations The
first one, based on equation (28) in Chapter 17 of Ref. 10 (Vol. 1, permits approxima-
tion of the chi-square cumulative distribution function (c.d.f.) by the distribution func-
tion of an appropriately defined normal distribution. The second one, based on expres-
sion 26.2.23 of Ref. 16, uses the ratio of two polynomials to estimate percentiles of
normal distributions. This method requires relatively little execution time and produces
resutis WJ2Ic2h are wŽ1aari a fewv pe0cemagr poit1a 'f Vauxa LuLL bn a-e StId lLOVial tables.

Make Decision. The program compares the computed value of R2 with the upper
limit x2 . If R2 < X2, the program sends a message to merge the two tracks. Otherwise,
it sends a message not to merge the tracks based on the available data.

PROGRAM LISTING

A-ppendi a l n4 'f nrn n as nri++an fnr imnlamanltaflnn on tha flflfl
KRONOS time-sharing computer system. In the KRONOS version the array sizes reflect
the small number of data points used for the test runs; for actual data the array sizes
may have to be increased. Also, the following items are specific for KRONOS and will
have to be changed for other modes of operation, such as batch processing or implemen-
tation within an automated correlation processor:

* The array Wi and W2;
* The CALL MATIDN instruction (line 00160);

a rut. .!...4...*.. )LufF fl = Vrr'ftiu )I Y\ -- lQ Q~fl'1- shiie instructiouuii WCI<, v} = Uthi4i, k JILl. IU2J0}J

* The CALL MATINV instruction (line 03660).

ADDITIONAL PROGRAMS

An extended version of this program, which uses Kalman filtering techniques to ob-
tain smoothed position estimates and the related covariance matrix, has been developed.
Information on the extended program and on other programs related to the track associa-
LAUII piuieiiiul I-Re Ju4_lu nei I the author.
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PROGRAM LISTING

LI: T

PRO'3P-TI c c
75S./O3 ,'i. 1, 1 1 .2 .2.4 .

F'RO5nFM AffSSOC

0 02) oPROGRAM ASSOC (OUTPUT TAPE 1
0 0:40 DIMENSI1N DUM(16, 16')F M *2)q NHUM(::
0ifl4'60 DIMENSIONSI (2, 16,16' :IiIt.1'
O): O E DIMENSION ThOM (3-), TDIFF.' t' , TIN

': 0':'1) DI MENlSION TPK :2 ,3 i T:3 2 P :-:J P -,2 .
) 01)12) DI MENSIONI lt 1 16 2a, IId'2 E1 1F.6
11U 14'' ALPHR=O. 05
.1)160 CALL PlATIiDN(.i12, 16( 16 .)

Ii ':' 12:
El0020fv0 INPUT D9T9
1 A0 OREAL'(1,5)5CO M tP1t
0024') 55050 FORMAT <I3)
I002c60 M-,= M 1'
OO:RhO M22=M2+M2
0 f ;030')DO 20 =.M
0 :132 READ D(I 07 CO)TSlS I) KXc P I t 1 I)
0flS340 5070 FORMATO(6F2.4')
003,60 ID 20 CONTINUE

0 0400 RERD (I, 50. 70) (R'G §Ki3 I , i .J =I MRM ')
00 140 -f CONTINUE
00(440DflO 50 I=20P22
00460 Il = I-l

C'42 O DO 40 J=1 Ii
0015 01['s l C'1 N I s -lJ =:G Io w J I:9
U 1-u5. 0 4') CFONTI NLIE
01-54 0 50 CONTINUE
005E) 5 ~-REAl' (1 , 51)50) N (2)
(1)5~30 I)M2=P1 <2>"
0,,60) C' M22=M2S+M2

006,40 REAIV1.1'5070) Ti: 2 I) , 7(2,1) 
1I 1-1 6'0 CONT I NUE
0063O0 DO 70 1=1 = 122

"1f7' O REAID (1,507') (SS (2a I J) .. I= [122)
007f20 70 C ONTINUE
007 40 DO -''1 1=29 M22

'00 SO DO I J=II I 1
(Il0f ISf' 0 *J29 =S, iE- J- I'
0 lR,_ E:21-8 fSONTINUE
u, ,84 r!9 Ii -lONT I NUE

ifC11-6 .1[ rDn nn L-13_ D

00 o3 ICl M2a=N :k)
u9O 0 DO 95 I1 rl12

009'2 TRP2 * I+I 1 m I0
0 09 40) TRP. K K I(+K I I =Y' 'K! I:
0 09 6 0 95 CONTINUE
00(f9 0 100 CONTINUE

,) q 11 '2 c E it 16> * 15 -' 8, Pt 8.)
T6K *S MIGM (I 6 ,P 16) . T (2)
4T., 7 46 ' T TP1 a 8)
14"~'., 'c~ a4.)

-.I )
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010 0 0 PFRIIT 9000
01020 9000 FORMAT (30X:SH1. INPUTS:)
01040 DO 140 [=172
('1 IR~) M2=M (C)
f11 030) M22=M2-+M2
00l 0 PRINT 9010 f
0t1120Q 01013 FORMAT(RT q'z.HTRRflK tNO.,1/.l3X,4NTIME.-rXs7N-X-C:DDORE
01i140+5 X7HY-N-COOD)
01160 DO 1-30 I=l,12P
0110S PRINT 9020, TS k - I) . 1.:: (K' I) * Y "K. ID
0120D0 91t2 0 FORMAT (5 (Fl10.4, 2'A)
0 1220 mf5 CtONTIN'UE
01 4 0 PRINT 9 CX.3o K
012*r" gflfl FOPNRtT-.. 't2HCOA'RIRNCE MATRIX Nt.* 12Ž

l)c~lDO 19IlM
')1 PRINT 9f40. I G'k, I. i J) j I.P22)
0 1 .tO - '4 l'4 t FOFRGtT u - F I If. 4. t I
fJ 1 34 CNTINIUE
'13 -6,0 140? CONTiNUE

01400. n COMPUTE THE INTERPOLAT EIN PARtAMETERS
01420 CALL OF=DER(TSstMiT5N)
('1440 DO 160t K=1 2
01 460- N MI =t4i K-.) -lI
01 4S0 NUN k.f
01500, DC 155 I=Ir
01520 DO 150 J=lFMI
01540 IF ( (T ( 1 IBE TS K, 3;1 R NT'I. (T (I) . LE. Ti: (K 3 +1) J' 'l3 TO 145
015ef60 'O TO 150i
0 1 St' E 145 TN (K:¶I .>= (Ti: K 1>-T ':>)' (TS<Y ,3± 1)-Ti([1
0161 :1 TrM <K I. 3+1 i = I T I -TF<K .K :.2' .1 -Ti: . .l.-.T..... i+1>-TS:tK,37' 
016 E.2 0 N U P".K =NULIM1(K *+1

01eI640 '30 TO 155
0166E0 150t CONTINUE
0I1630, 155 CONTINUE
(ati10 1. i) FDNTINZUE
01l,,11'IF:'T: <11! . ElI.T.Si:<, 1} GO TO 8320
01. 4'' IF 'T1 .EO.T..<1 1. '0O TO 200
I-)1I r ' I I 2

t-*lt;, rn Tfl 9fln

'l c20 fi; TO 240
r::,4'1 24''1 K=N-1

0 1. 8l 0P1UM ' I) =NUM - t I) - l
01t883t DO x1200 J=14W

0131700 DO 230O 1=1,2
& 1 ';C' & Kt' --'=m r' I >(u 92*40 ?C 'tY=eP -1(1> t0 1940C 'DO 26') L=I~PTV'
01960, TM (I' .. , L5 =TM (I, : 1 L+'J
019380 26') C:ON4TINIUIE
0f200 S ID 23C0U CONTINUE
n-_Flrn-r Trl- h$ i !.l -T 61+1 I

020iD4 U ) CO o ZNTINUE
0-2 06 0 NPTS=M IN 0I (NUM ':1 .UM (2') Ž
0201-10 '30 TO 400
021') 8:2(1 NPTS=M1I(N l S- IN 0 1 < NUIM ) (2)
fjI0210 DO 8E360 J=MPTS'T
02140 TCNf .3> =T (-3
0r 2160 f360 CONTINUE
0D210L 400[ CONTINUE
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('22 L).
u2 0o. l-CONEtTPUCITION OF THE MATPICES 01-c2 FOR TRANSFORMING
02240. TRACKS 1 ANt' 2RESPECTIYELY.
fl02 260 DO 74" 1-!C
02280ca O M2=M -K9
0I2300 D10 72f' I=liNPT'-
023'20 DO 7 t. 1=1,Ma
02: 340- INEW=I+I-1
1-2:360 .JIIEI.d =+. I-1
02:3 0 ;7 FK:, I NEI.0, JNEWsI =TM (.K I 1
0240I0J, INEI.J=I+I
02420 3NEI.J=.J1+
0244') f! K', I !IEI.W .JNEW) =TM K, I .
0'246 1 71)0 CONTTI NUE

24 o1 720 l-J':ONT INllE
('2500I-I 74') CONTINUE
0LI520. TP
0-540. COMPUTING THE IPNTERPOLATED TRACK P0SIT IONS.
02560- NlROW=NJNPTNSF+PTS
02530 rO 1 0l'l 0 1'
0260f0fO NCOL=M tK') +M 'F.)
02620 `0D 7S11 I= 1NROWI
02'640 TINT t'F ;1'
0l2 660 1 0 DO Tm) 1'=N ! OL
2E.:3R(l TINT ' * K ITINTI t I) + 0'C' 'K I J…*TRK <K

027(0 76(1 1 COUTINIUE
0272(fl 70 CONTINUE
)2740 -1100 CONTITINIUE

0 276':'.
027,0r * COMPFITATION OR --II=l7-*dl*.:TTR PAN-O&E>
('281-1 t' DO 9 F =1. c
t(2 328 0 NC17:OL =M1 K') + M .k:.'
fl(S4'l DO S: II I=1 UFROI
0Q28. (1- DO :60 1 * liP O,
1J22F 28 - I17 f V I * J,.
02900 DIO F:24, , _1..14,OL
02920 DUM(I,.N=A'
U294 0 DO :B20 L= 1 ! lCOL
02960 I'UM (I * N )=DUMf. I, N) + '1C (K . I * L)' .wG ( L , N:'

0 98 t'l 21 I)OUT I NINUE
(:2 (ifi'l 1:I6 F' I 1 'I K, 1, I J) + Tlii U1 <I. N* N
0:31)4 1):41'1 L-ONTI NUE
l(:.l 41, :B360 CONT TINUE
FO:-ti0 6fl (IBt CONrTINU-E
03):; llS fI 9:0 CONT I NUE
0--1 0I1I NC-OL=NROW
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0: 120+
3 140I* COMPUTE TDIFF=TINT1-TINTE, DIFFERENCE VECTOR

114mGw DO '920l >INlRO1
II jrO~f TDIFF<.I)=TINTl:T, I)-TINT <.eI'i
882Of! '9 2c) CONTINUE

1 I40* COMPUTE SIGM=1--3,'S:,lG2, MATRIX S:UM
n: F26 0 DO 960 I = 1- , RO.l

0) --23 O DO '940 J=1 NCOL
II . I 'M I. J G' '.1 , I1 2.)+:'D, + G i * 

ClW2 I 1, 1> =216I1GM1, I

11 41940~ CONTINUE
(I 3 60 C:DONT I NUE
)' 0 PRINT 9050

I-J-' 4 9j 0 5:9n0 * FOPMAT C<./ S.c O.X a*H2. TRHNt S4i- ORMEfI VALIUES719X. H7-TRACP.K t,
0 >4.mml0 +17Xi 7HTRRCK 2-' 4HTIME. 2's 2153:. 7HN-COORD. SN.
".>440 DO '96,5 I=1sNPT'3
434A l PFRIlNT 9020,TCINM ( 1'i TINT ( I,2*I-1), sTI NT Ct,2+ I), TINT (a, I-1. 1
o ̀4 0tfeT I NT t 2, 2+ I>j
O':SIf0 965 C.ONTINUE
171'35'20 PRINT 9060
n 3,540 9060 FORM9TC.--', 15:i,:3B'HSUM OF TPANfiSFORMED C.OVAIFIANCE MATRICES)

'rI DO 9i7tt I=1.NRlPOb
fV`3'.81 PRtiNT 9='4('N S .Ib GM I r' -, 3I=
f! O 97(I CONTI NUE

0:'640f COMPUTE F'P= .TDIFF-TRfNeSPDJE)' * ( I'BM-NVEPR3E) * cTDIFF)
o ..-S- Vt.C-ALL AtI T I1MW:I. (1,2 SII 1, :32, kki 1"
iO:36s ,S 9s R. = fi .
C D,- I -DO 1(( !1( 3=1 , tFPFAI
D2, l,2rt l'0 LIMK-I.=0.
08, 4f1 DO 98f0 J 1 N:iROIJ
0I 7 r= 0 DUN (1, *J) =I'UM <1 ,J' + <TIFF (I '' .Si ' I

D 0t "93 IOt TINUE
(I~ l 8 fi Pc.=S < DlN ( 1 , 31-' TID I FF C _
03t' 95 1000 LONT INiUE
a:3340 PRINT 3000,f RPC
1.-:6l) $000 FOR:MA0T Cm 1 , I H3 COfMPIUTEDt VALUES, .93R/,2= PFIE. 2 '
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03900* COMPUTE THE c'l-ALPHA)-TH PERCENTILE POINT FOR THE
C20.9- '- CHI-S'PUAE DISTRIBUTION WITH 2+NPTS DEGREES OF FREEDOM
o '940 X-NPT=2*NPTS
C:-'96 0 PPOB= 1. -ALPHA
03980 IF K'PROB.-LE.0.5) '3O TO 1020
1:4 00 P=1.-PROE
0402f1 GO TO 1040
04 040 1020 P=PROB
04116 l0 1041' TE=SO4RTHLOGl. 'F*P
0,40 0 C0=2.5 15517
0411) CI 1 I=. 8:0e53
04120 Cf =I .'I 011328
-t 4140 Dl= 1 4:327S8
041-l60 D2=1 . 1S926'9
041:BO 1 =A. Cl:-)1:::3 l
042"C Ui 1 .+ 'DI+TE)' + D2*TE*TE' + 'I':3TETE*TE)
0422 0 UIL fl+ C*TE) + (C2cTE*TE1)
0424 0 ::P =TE T 'E'-_U2 'I1_11.)
042Ci"- F + t:PROB- 0 . S 9: z (RB f PROF- 0. 5 .'
0 4E2 O h= H-.P *; QP.T 1'2. ' .9. N>NPT)' + 1.
04--: 0 0 '-H I S 'NC=S NPT+ t t f- ' .. ' .' 9. >NPT)-'s
0-142.1 F1 PINT :n020.HLFPHApSXNPTi' HISO;
0J42'4" 'i I FORMfHT'l6HALPHA=i F6.. I, tSHI)EG. OF FREEDOM1F4. 0
043b6f~l+c .m: Hf8I '' F12.4)
0-43:? 0*
0144011Cl DECISION POINT
0442') IF 'P2-rH I O l -)' 1) '6')r 1 061)! 1 08')
0444 C 1060-l PRINT :3040
04460 31l411 FORMfAT (12HMESGE TRACKS'R'
044:30 GO TO 2P0('
04500C 1030 FR I NT '060
0-14520l :3'160 FORMAT- :K3HID NOT MERGE TRAPCKS- fT THIS TIME)
0454'0 GOD TO 200
C45E. 0 2000 IONTINIIUE
045' 0- STOP
046 0 0 END'
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0 4620 :sUf2lpJT1 ORUIER'•O,fMM.HN>
C346-4 0 DIMENSIOUN 0.2, 15) ,MM (8) ,H (I5) (VX(15)
'1466 63 MMI =M(t)

04630C' DO 20- I=1 MMI
04700L X2.'I=0 -.' 1)
C3472 0 20i l:ONTINUIE
U4740 NMM=MM(1)+MM (2)
04760tf Mm2=Mm i"2)
f347 30 DO 4') I=I.MM2

104,-'Th 3 () =0(a ,1)
04:B40 410 CONTINUE
043.6 0 DO 8fJ J=1 ! lMM
04es fJ H J'J =XX ' J1
n49-im DO 6l I INMMM
fW412 f? IF 'XX)'l'.E.HH'3:& GO TO 60S
0494Ce 7=Nj'i,
-446 1-l H I") ' 1)

5' fll0 -Il I0 CUNTINI=
Ls5 2 13 i i DNTINIIE

F'5 04 ? tN=MM
05 06 DO 1L0 i 1=iMMN
050f30C IF <.H (I .'.E. H (+1) : GE TO 12i
05100 11=I+1
015120C DO 1 00 3=IlKKNM

ru 14 t. H, p3 S =Ht 1 + 
051f0 I C! e I ODNTNINUE
1-105 1 3 13 N=Ni- 1
1015200 1- NM 1M=MMM- 1
05220 1 12 0 COIT I NUE
0524 NmM=MM (.) +MM (2;c'
052')E RETURN
(l'a5 2 0 END
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